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ABSTRACT

A recent publication from the Innovation and Quality Consortium
Induction Working Group collated a large clinical data set with the
goal of evaluating the accuracy of drug-drug interaction (DDI)
prediction from in vitro data. Somewhat surprisingly, comparison
across studies of the mean- or median-reported area under the
curve ratio showed appreciable variability in the magnitude of
outcome. This commentary explores the possible drivers of this
range of outcomes observed in clinical induction studies. While
recommendations on clinical study design are not being pro-
posed, some key observations were informative during the aggre-
gate analysis of clinical data. Although DDI data are often presented
using median data, individual data would enable evaluation of how
differences in study design, baseline expression, and the number of
subjects contribute. Since variability in perpetrator pharmacokinet-
ics (PK) could impact the overall DDI interpretation, should this be
routinely captured? Maximal induction was typically observed after
5–7 days of dosing. Thus, when the half-life of the inducer is less than
30 hours, are there benefits to a more standardized study design?
A large proportion of CYP3A4 inducers were also CYP3A4 inhib-
itors and/or inactivators based on in vitro data. In these cases,
using CYP3A selective substrates has limitations. More intensive

monitoring of changes in area under the curve over time is
warranted. With selective CYP3A substrates, the net effect was
often inhibition, whereas less selective substrates could discern
induction through mechanisms not susceptible to inhibition. The
latter included oral contraceptives, which raise concerns of reduced
efficacy following induction. Alternative approaches for modeling
induction, such as applying biomarkers and physiologically based
pharmacokinetic modeling (PBPK), are also considered.

SIGNIFICANCE STATEMENT

The goal of this commentary is to stimulate discussion on whether
there areopportunities tooptimize clinical drug-drug interactionstudy
design. The overall aim is to reduce, understand and contextualize the
variability observed in the magnitude of induction across reported
clinical studies. A large clinical CYP3A induction dataset was col-
lected and further analyzed to identify trends and gaps. Reporting
individual victim PK data, characterizing perpetrator PK and including
additional PK assessments for mixed-mechanism perpetrators may
provide insights into how these factors impact differences observed
in clinical outcomes. The potential utility of biomarkers and PBPK
modeling are discussed in considering future directions.

Introduction

As part of an overall assessment of current practices and recom-
mendations in regulatory drug-drug interaction (DDI) guidelines, the
Induction Working Group (IWG) of the International Consortium of
Innovation and Quality in Pharmaceutical Development (IQ) collated
an extensive data set of in vitro and clinical DDI induction data. The
most commonly reported induction was with cytochrome P450 (P450)
3A, which became the focus of the analysis. This endeavor highlighted

a large degree of variability in derived in vitro induction parameters
(Kenny et al., 2018), as well as variability in the observed clinical DDI
across multiple studies. Clinical DDI data were collected for numerous
compounds for which in vitro induction data were available (Kenny
et al., 2018) to support evaluation of in vitro to in vivo extrapolation
(IVIVE). Since most clinical studies did not report individual subject
data, the mean or median reported area under the curve ratio (AUCR)
values were collected for comparison across studies. A limitation of this
approach, as discussed below, is that the mean or median reported AUCR
will be dependent on the number of subjects studied and sample size
differences will contribute to the apparent variability observed across
studies. The median of the reported AUCR values was determined, and

https://doi.org/10.1124/dmd.119.087270.
s This article has supplemental material available at dmd.aspetjournals.org.

ABBREVIATIONS: AUC, area under the curve; AUCR, area under the curve ratio; CAR, constitutive androstane receptor; Cave, average
concentration; Cmax, maximum concentration; DDI, drug-drug interaction; EE, ethinylestradiol; EMA, European Medicines Agency; Emax, maximum
fold increase (or induction) minus baseline of 1-fold; FDA, Food and Drug Administration; FG, fraction escaping gut metabolism; FH, fraction
escaping liver unchanged; fm, fraction of metabolism; fmP450, fraction metabolized by cytochrome P450; HV, healthy volunteer; IQ, innovation and
quality consortium; IVIVC, in vitro in vivo correlation; IVIVE, in vitro to in vivo extrapolation; IWG, Induction Working Group; LNG, levonorgestrel; OC,
oral contraceptive; P450, cytochrome P450; PBPK, physiologically based pharmacokinetic modeling; PK, pharmacokinetics; PXR, pregnane-X
receptor.
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no weighting of data based on sample size was applied. In addition, it
is important to distinguish between, on the one hand, the systematic
sources of variation associated with deterministic factors and, on the
other, the random variation (cross-study, intersubject, intrasubject, etc.)
customarily associated with experimentation.
The clinical data were refined based on the dose level (e.g., rifampicin

dose 5 600 mg daily) and a minimum duration of dosing (.5 days),
which included different probe drugs as long as theyweremetabolized in
part by CYP3A. Importantly, within this refined clinical dataset, there
remained a high degree of variability (Fig. 1), which shows the spread of
clinical AUCR and was also discussed in Kenny et al. (2018). In the case
of strong CYP3A inducers, rifampicin, phenytoin, and carbamazepine,
the clinical effect ranged from strong induction (AUCR , 0.2) to no
effect or even weak inhibition (rifampicin and phenytoin). Similarly,
in vitro inducers of CYP3A, which are also reversible or time-dependent
in vitro inhibitors of CYP3A, such as nelfinavir, nevirapine, rosiglita-
zone, ritonavir, and saquinavir, showed a range of clinical response from
strong induction to strong inhibition.
There are multiple factors which can potentially contribute to the

magnitude of clinical response, such as the dose and exposure of the
inducer, the subject population, the substrate drug (victim), route of
substrate administration (impacted by hepatic 6 intestinal contribu-
tion), whether the inducer is also an inhibitor or inactivator (and
hence timing of substrate administration could be important), and the
duration of treatment with inducer. However, even in the case of
rifampicin, the magnitude of difference in reported AUCR is still
;10-fold across studies with oral midazolam and a 600-mg dose of
rifampicin administered daily for .5 days. What else could be driving
this range of responses? Is it possible or even practical to standardize the

design of clinical DDI studies or further optimize conditions to reduce
variability between studies? Can differences in clinical outcomes
be better understood or controlled through orthogonal analysis, for
example, applying biomarker data indicative of induction, by PBPK
modeling or some other approach, or could the variability determined by
these endpoints just confuse the issue? Importantly, do inconsistencies
in outcomes impact the conclusions being derived from these studies;
for example, is the compound a mild, moderate, or potent inducer, and
will these conclusions extrapolate to other drugs defined within the same
potency class? Some variability in the in vitro data across companies
is to be expected since protocols, reagents, donors, and analysis (e.g.,
methods and instrumentation) differ between companies. In an effort
to present data as it will be generated in real life, the IWG deliberately
did not control for different methods used by different investigators,
but rather provided examples that illustrate ranges of cross-study and
intrastudy variation that would be encountered when comparing their
results with published data. Even when conditions and materials are
controlled, the size of the data set can impact the perceived variability
within a laboratory, as well as between companies. Small in vitro sample
sizes are inherently less representative of the full population and can
result in mean and standard deviation values that differ from those of the
overall population. A resampling exercise in which subsamples of 5, 10,
15, or 20 subjects were randomly selected from a collated set of in vitro
donor data (Kenny et al., 2018; Fig. 1), demonstrated how the ranges of
sample mean and standard deviation values are narrower when larger
data sets are obtained (data not shown). It is not clear to what extent the
sample size is the sole contributor to the overall in vitro variability, as
any analysis will also be complicated by other contributing factors. This
commentary attempts to address potential causes of variability observed
in clinical DDI data for CYP3A inducers and to identify opportunities
for better characterization of induction to minimize variability, with an
eventual goal of optimizing the design of clinical DDI studies. Toward
this goal, although formal recommendations are not being made, we
hope that highlighting certain aspects of induction studies within the
this commentary will add to the recommendations from the IQ IWG
(Hariparsad et al., 2017; Kenny et al., 2018) and stimulate a dialogue.
Are clinical DDI studies designed with consideration of the subject

number needed to account for the variability in victim PK observed, and
are these studies powered to establish a meaningful difference? The DDI
potential of a P450 inducer is generally concluded on the basis of results
from just one or two clinical DDI studies, conducted by the sponsor
company. A key conclusion from Kenny et al. (2018) was that simple
models could be used to assess clinical risk despite both the expected
range of responses between individuals and the less expected range
within responses observed in the clinical data and especially in the
in vitro data. In that analysis, quantitative predictions that fell within
2-fold or within bioequivalence limits (0.8–1.25) were improved
across 63% of the prediction methods when the median in vitro
parameters were used in the prediction models and comparison was
made to the lowest clinical AUCR, indicative of the most potent induc-
tion, rather than themedian clinical AUCR, which was determined using
data from all substrates. In many cases, the lowest AUCR was observed
using a substrate that was not as selective toward CYP3A and was also
metabolized by coregulated enzymes (Supplemental Table 2, Kenny
et al., 2018).While the contribution of CYP3A to the overall metabolism
of the substrate contributed to some of the variability in the clinical
response, high variability was still observed between studies with
selective CYP3A substrates (Table 1). Here we ask, to what extent
does overall PK of the substrate (victim), including the contribution
of metabolism to total clearance, fraction of metabolism (fm) through
other induced enzymes, the fraction escaping gut metabolism (FG),
the contribution of transporters to substrate disposition, and the inducer

Fig. 1. Box and whisker plots showing the 25th to 75th percentiles within the box;
the center line designates median, and the whiskers extend to the minimum and
maximum reported AUCR values. Data are presented using a linear y-axis. Clinical
AUCR values were collected from the University of Washington drug interaction
database and are the reported mean or median change observed after administration
with in vitro inducers for $5 days. Substrates collected include any with some
metabolism through CYP3A. Number of studies collected varies across inducers.
Raw data values are contained within Kenny et al. (2018). In general, a range of response
was observed across the in vitro inducers and was dependent on multiple factors.
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(perpetrator, often not captured during the study) contribute to the
variability in clinical outcomes? Consideration will also be extended
as to whether the perpetrator is an inhibitor of the induced enzyme,
coregulated enzymes, and/or transporters.

Contributors to the Overall Variability Observed in
Clinical Studies

Differences in Levels of CYP3A. Variability in the expression and
function of CYP3A, both interindividual and intraindividual (changes
over time), has been well described (Thummel et al., 1994; Paine et al.,
1997; Lin et al., 2001). This is clinically relevant because it can lead
to variability in PK, PD, toxicity, and DDI and needs to be taken into
account for deriving predictions. There is also the potential for gut
extraction to contribute to observed differences in clinical outcomes,
which is discussed in further detail below. Intrinsic (genetic, physiologic)
and extrinsic (environmental, diet) factors both contribute. Midazolam
clearance (CYP3A-mediated) varies by 5- to 11-fold (Floyd et al., 2003;
He et al., 2006), with some studies reporting greater than a 20-fold range
(Lin et al., 2001; Zhu et al., 2003). There are published examples of
higher clearance of midazolam in South Asian and Japanese subjects
compared with Caucasians and Europeans (Kato et al., 2010; van Dyk
et al., 2018). A recent study (van Dyk et al., 2018) showed that the
baseline midazolam AUC was 38% higher in Caucasians than in
South Asians. Measurable differences in the magnitude of inhibition
and induction DDI were also observed between Caucasians and South
Asians. Women have exhibited up to 26% higher clearance for CYP3A
substrates compared with men, which was more pronounced with
intravenous midazolam (Greenblatt and von Moltke, 2008; Hu and
Zhao, 2010). Gorski et al. (2003) also reported a large difference in
response to rifampicin, with men showing a higher induction of oral
midazolam clearance than women (Gorski et al., 2003). A recent
review aimed at evaluating whether evidence for sex differences in
DDI exist concluded that sex differences in DDI appear to be limited
(Naidoo and Chetty, 2019). However, the number of clinical studies
evaluating DDI potential in females was small (five), and compar-
isons of sex effects in DDI studies require further study given the
sparsity of clinical trials where both sexes are included (7.7%). Studies
have indicated that the exposure of oxycodone, which is primarily
metabolized by CYP3A, can be dependent on age, with 2-fold greater
mean exposure in elderly than in young adults (Liukas et al., 2008).
Differences can also exist in the PK for CYP3A substrates between
healthy volunteers (HVs) and patients (Yang et al., 2003; Nebert et al.,
2013), which can lead to differences in DDI outcomes. As an example,

when the effect of rifampicin on saquinavir was evaluated in HV and
in patients with HIV, the magnitude of change was far greater in HV
subjects compared with patients (70.4% vs. 35.9% decrease in AUC,
respectively) (Grub et al., 2001).
In a study in healthy male Chinese subjects (Yin et al., 2004), the

interindividual variation in the urinary 6b-hydroxycortisol/cortisol ratio
was reported to be 30-fold, whereas the intraindividual variability was
only 30%. The authors concluded that genetics contributed approxi-
mately 90% to interindividual variability, which is in accord with other
studies (Ozdemir et al., 2000). Intraindividual variability of 5%–20% in
CYP3A activity has been reported, measured by intravenous doses of
alfentanil or midazolam (Kashuba et al., 1998; Kharasch et al., 1999).
Diurnal variations in midazolam clearance in healthy volunteers, due
to variation in enzyme activity and absorption rate, have also been
observed with higher clearance in the evening compared to morning
(Klotz and Ziegler, 1982; van Rongen et al., 2015). Since DDI studies
likely synchronize to either evening or morning dosing, this may not
significantly impact the magnitude of DDI observed within subjects
in the same study, although differences in design could, in theory,
contribute to the variability observed across studies in aggregate analyses.
CYP3A5 genotype, particularly substrate and inhibitor overlap with
CYP3A4, and differential regulation, are additional complicating
factors (Pearson et al., 2007; Lolodi et al., 2017). While individuals
carrying the lower activity CYP3A4*22 allele require lower statin
doses (Wang et al., 2011) and have been proposed (along with variants
of CYP3A5 and PXR) to contribute to higher tacrolimus levels (Pallet
et al., 2015), the low incidence of this allelic variant probably does not
contribute significantly to the overall variability of CYP3A activities
in vivo. Genetic influence in twin studies has been shown to account for
66%–88% of interindividual variability (Klein and Zanger, 2013), with
cytochrome P450 reductase and peroxisome proliferator-activated re-
ceptor a identified as potential contributors. Levels can also be impacted
by vitamin D (Wang et al., 2013) and liver- enriched transcription
factors, FoxA2 and PXR (Thirumaran et al., 2012). The accommodating
active site of CYP3A4, including allosteric interactions with broad
substrate and inhibitor interactions modulating activity, may add
to this complexity (Shou et al., 2001; Atkins, 2005; Davydov and
Halpert, 2008). a-Napthoflavone is an example of an activator of
CYP3A activity in vitro (Domanski et al., 1998) and carbamazepine
activity is increased by progesterone (Denisov et al., 2015). Whether
these effects observed in vitro translate to in vivo changes remains
controversial, and as such it is unclear whether modulation of carbama-
zepine activity, as a CYP3A, substrate could impact its effective
concentration as an inducer.
Is there a way to account and correct for some aspects within a clinical

DDI study that possibly contribute to variable outcomes such that
extrapolation to other substrates and/or inducers would be more
predictable? For example, could the addition of an orthogonal measure
of CYP3A activity, such as a biomarker, provide additional insights into
the magnitude of response or would that additional measurement
of changes in CYP3A activity simply exhibit its own independent
variability and complicate rather than deconvolute? There have been
a number of endogenous and exogenous markers of CYP3A activity
evaluated over the years, such as the erythromycin breath test (Watkins
et al., 1989), 6b-hydroxycortisol (and the ratio to cortisol) (Ged et al.,
1989), 4b-hydroxycholesterol (Mao et al., 2017), quinine (Wanwimolruk
et al., 2002), and more recently v or v-1 hydroxylated medium chain
acylcarnitines (Kim et al., 2018). All have had mixed success and
limitations. The utility of erythromycin was limited by its selectivity
and specificity as a substrate and an inhibitor of other contributing
enzymes and transporters [e.g., inhibition of P-glycoprotein (P-gp)]
(Schwarz et al., 2000; Eberl et al., 2007). The overlap in selectivity

TABLE 1

Maximum over minimum point estimates within each study for mean clinical change
with all CYP3A substrates compared with sensitive CYP3A substrates

Inducer
Max AUCR/Min AUCR

All Substrates CYP3A Sensitive

Aprepitant 7.5 3.3
Bosentan 2.2 2.0
Efavirenz 18 4.0
Lersivirine 2.2 1.8
Nelfinavir 12 5.5
Omeprazole 8.2 3.4
Phenytoin 20 5.5
Rifampicin 277 213
Ritonavir 307 49.1
Saquinavir 7.9 6.8
Terbinafine 5.8 2.8

AUCR, area under the curve ratio.
Adapted from Kenny et al. (2018), with permission.

1208 Ramsden et al.

 at A
SPE

T
 Journals on M

arch 20, 2024
dm

d.aspetjournals.org
D

ow
nloaded from

 

http://dmd.aspetjournals.org/


of CYP3A and P-gp is well documented, and the dual effect of
P-gp–enhancing CYP3A intestinal first pass metabolism can add to the
variability in first- pass metabolism (Wacher et al., 1995). The promise
of these approaches should continue to stimulate research.
Selectivity of Substrate toward CYP3A4. As described by Kenny

et al. (2018), clinical induction data were collected for all the in vitro
inducers and substrates (victim drugs), including those substrates where
CYP3A contributed to any extent toward the metabolism (as defined by
in vivo or in vitro data). One limitation of including all substrates,
regardless of how extensively they are metabolized by CYP3A, is that
the magnitude of DDI effect for an inducer is dependent on the relative
contribution of CYP3A, or other inducible enzymes, to the overall
metabolism of the substrate (i.e., fraction metabolized, or fm). All
regulatory agencies are aligned on the recommendation to use oral
midazolam to investigate CYP3A induction clinically. Midazolam
has a high CYP3A fraction metabolism ( fm3A4 5 0.93), with equal
contribution of liver and gut (FG 5 0.51) (Fahmi et al., 2008; Gertz
et al., 2010). These relative contributions are reflected in the differences
in the magnitude of induction observed for intravenous and oral
midazolam, indicating that an important contribution to net outcome is at

the enterocyte level (see additional discussion below; Fig. 2). The Food
and Drug Administration (FDA) DDI guidance acknowledges that there
are many sensitive CYP3A substrates, other than midazolam, that can be
used to evaluate potential CYP3A induction clinically (Food and Drug
Administration FDA, 2017). An advantage of midazolam is its short half-
life; as such, a full AUC can be gathered within 24 hours of dosing. For
substrates with longer half-lives and for which collection periods extend
beyond 24 hours, consideration should be given to continued dosing of the
inducer over the collection period. A list of potential sensitive substrates is
maintained on the FDA’s Web site for Drug Development and Drug
Interactions https://www.fda.gov/drugs/developmentapprovalprocess/
developmentresources/druginteractionslabeling/ucm093664.htm. The
FDA also points out that some substrates, such as omeprazole and
repaglinide, while indicated as substrates for other CYPs, namely CYP2C19
and CYP2C8, respectively, also undergo metabolism by CYP3A.
Steady-state data are available for the same inducer across multiple

substrates (Table 2). The clinical induction response was similar across
substrates for rufinamide, terbinafine, bosentan, and nevirapine (Table 2).
Larger differences between substrates were observed for inducers with
competing mechanisms of DDI (induction vs. inhibition or inactivation),

Fig. 2. Clinical induction data collected from the University of Washington drug interaction database for inducers (Panel A, rifampicin, B), efavirenz, C), St John’s wort and
D, pleconaril) where both intravenous and oral midazolam changes were evaluated, although not necessarily within the same study. The reported AUCR reflects the mean or
median study data and does not account for differences in number of subjects between studies. The center blue line represented the mean of the collected data, and the
error bars represent the standard deviation. The trend is for a greater inductive response with oral midazolam, suggesting an important role of enterocyte-expressed enzyme in
first-pass metabolism and fraction escaping gut metabolism upon induction.
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such as efavirenz, phenytoin, ritonavir, nelfinavir, and saquinavir. When
both the induction and inhibition mechanisms contribute to the observed
DDI outcome the fmCYP3A versus coregulated proteins can drive the
direction of DDI. A large data set was available for rifampicin, which
enabled comparisons between substrates and the magnitude of DDI
(Table 2). Rifampicin is defined as a strong inducer (AUCR ,0.2)
(Food and Drug Administration FDA, 2017), and the most pro-
nounced induction occurred with oral midazolam (AUCR 5 0.016).
Strong induction of a similar magnitude was observed for the sensitive
substrates, triazolam, simvastatin, and alfentanil (AUCR 0.05–0.09).
Strong induction was also observed with rifampicin for the moderately
sensitive substrates alprazolam and atorvastatin, as well as amprenavir
and etravirine, which are not recommended substrates (Food and Drug
Administration FDA, 2017). Moderate induction by rifampicin (AUCR
0.2–0.5) was observedwith substrates not considered as sensitive toward
CYP3A (Table 2), likely due to the limited role of CYP3A or other
inducible enzymes toward their metabolism and/or a lesser role of
metabolic clearance versus renal clearance toward overall elimination.
Importantly, there was no correlation when comparing midazolam AUCR
with the AUCR observed for substrates that are less selective toward
CYP3A, including atazanavir, caffeine, ethinylestradiol, fexofena-
dine, lopinavir, and methadone. In contrast, sensitive substrates,
such as triazolam, simvastatin, alfentanil, and amprenavir, were
positively correlated with midazolam (Fig. 3).
The difference between the minimum and maximum induction ob-

served across all substrates after 600 mg of rifampicin treatment was
277�, whereas the difference when considering only oral midazolam as
the probe substrate was 10�. The impact of sample size (as mentioned
previously) could also contribute to these ranges. Some substrate-
dependent outcomes contributed to the observed variability, high-
lighting that fm is an important driver to the magnitude of induction
observed. For instance, rifampicin treatment results in a more pro-
nounced change in zolpidem exposure (AUCR 5 0.29) compared
with theophylline (AUCR 5 0.73). The fm3A4 is ;0.4 for zolpidem
but much lower for theophylline (0.05–0.1) (Gillum et al., 1996;
Villikka et al., 1997). The magnitude of effect on theophylline is also
complicated by the relative contribution of CYP1A2 in its metabolism
and by induction of CYP1A2 by rifampicin (Rae et al., 2001; Backman
et al., 2006; Chen and Raymond, 2006). This is just one example that
helps to illustrate the complexity of assessing in vivo P450 induction,
which can be dependent on many factors.
Contribution of Intestinal Metabolism. Paine et al. (1997) noted

interindividual differences in intestinal levels of CYP3A, the regio-
specificity in content of CYP3A (jejunum . duodenum . ileum),
differences in the relative levels of P450 reductase affecting CYP3A
activity, and a lack of correlation of intestinal levels of CYP3A to
hepatic levels within individuals, all of which could complicate an
assessment of the relative contribution of intestine versus liver for
metabolism of CYP3A substrates. The fraction of the substrate escap-
ing intestinal (FG) and hepatic (FH) first-pass metabolism is also an
important driver to the magnitude of AUCR observed on induction. FG

can vary significantly across sensitive substrates; for example, simvas-
tatin FG is;0.1 while alprazolam is ;1 (Gertz et al., 2010). By dosing
a CYP3A substrate both intravenously and orally, it might be possible
to separate the induction of liver alone from the combined enterocyte
and liver induction and in turn may help evolve prediction methods.
Differential exposure to an orally administered inducer by the intestine
and liver obviously can contribute to the relative extent of induction in
these tissues. Different half-lives for CYP3A have also been used for
modeling the impact of mechanism-based inactivation using in vitro
kinetic parameters (Obach et al., 2007). Although static models used
to assess the induction liability of compounds are informed by the
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maximal concentrations in the plasma (Imax,u) and the gut, a recent
publication (Chang et al., 2017) has suggested that CYP3A4 induc-
tion by rifampicin in human hepatocyte culture is driven by overall
exposure rather than by maximum exposure. Using various target-
engagement study designs, the group showed that AUC or Cave, rather
than Cmax, could most closely recover the observed changes in enzyme
levels. Clinical studies to determine the influence of AUC versus Cmax

or comparative studies where the inducer is dosed both orally and
intravenously have not been conducted. In several studies, probe
substrates were administered both intravenously and orally after oral
administration of inducer (Fig. 2; Table 3), which allows quantification
of the difference in induction between intestine and liver.
The influence of rifampicin on the CYP3A4 substrate alfentanil,

a moderate clearance drug, showed that the fraction escaping the liver
unchanged (FH), measured after an intravenous dose of alfentanil,
decreased from 0.74 in the control situation to 0.29 with rifampicin
treatment (Kharasch et al., 2011). These investigators demonstrated
that after oral administration of alfentanil, FG decreased from 0.68 to
0.19 with rifampicin administration, highlighting a similar change in
intestinal and hepatic induction. Consistent with the observations made
with rifampicin, administration of a weak inducer, armodafinil, resulted
in an AUC ratio of 0.83 after intravenous midazolam and 0.68 after oral
midazolam administration (Darwish et al., 2008). A comparison of the
impact of administration of an inducer on liver (intravenous) versus
intestinal extraction (oral) was made for eight CYP3A substrates. These
substrates ranged from low to high extraction (Table 3). The equations
described in Kharasch et al. (2011) were used to estimate FG and EH,
hepatic extraction from the reported or derived CLiv values. An average
Qp of 17ml/kgwas applied. In general, the ratio of induced to noninduced
was similar between liver and intestine, suggesting equal hepatic
and enterocyte induction. There were notable exceptions, including
cases where hepatic induction was greater (pleconaril1 midazolam;
rifampicin 1 methadone and verapamil) and where gut induction
appeared greater (rifampicin 1 quinidine; phenobarbital 1 verapamil).
It is plausible that interaction with transporters such as P-gp may lead
to these observations (quinidine and verapamil are substrates, whereas
rifampicin is an inhibitor). The use of PBPK modeling may offer an
approach to interrogate the mechanisms behind these observations.
Although both rifampicin and armodafinil have shown that relative

extent of induction can be similar between liver and intestine, this does
not appear to be the case with all inducers. For example, efavirenz,
a moderate inducer of CYP3A and CYP2B6, induces hepatic but not
intestinal CYP3A (Mouly et al., 2002). It is not known whether the lack

of intestinal induction of CYP3A is because there is no increase in
enzyme levels or that the assay to measure changes in intestinal enzyme
levels (western blotting) lacks sensitivity. The complexity added by
efavirenz induction being mediated through CAR and PXR could also
confound interpretation of outcome since the expression of CAR compared
with PXR may be different between tissues. A study of intravenous and
oral midazolam with efavirenz dosed to steady state has not been reported.
Data with single dose efavirenz are available (Mikus et al., 2017).
Gorski et al. (2003) reported on this comparison and concluded that,

for a given subject, the extent of induction was high in either the liver
or intestine but not in both. They also noted that, in general, the lower
the baseline oral clearance, the greater the change in oral clearance
with rifampicin induction. Care should be taken when comparing the
effect of the inducer on the liver and intestine since the overall influence
of the inducer on the AUC ratio from the liver can be limited when
clearance approaches hepatic blood flow, whereas the change in
intestinal extraction will not be subject to this limitation. These authors
specifically commented that midazolam is a moderate extraction ratio
drug; after rifampicin treatment, the hepatic extraction ratio was 0.6,
which the authors concluded still allowed for increases in intrinsic
clearance to be detected. Additionally, (Fromm et al., 1996) have
demonstrated that rifampicin does not alter hepatic blood flow and as
such should not be of concern.
Although further studies are necessary to examine more fully the

relative induction of the intestine versus the liver, the clinical
evidence presented here suggests that induction of intestine does
indeed play an important role in the changes of probe substrates,
such as midazolam and alfentanil. The similar effects on the liver
and gut with a strong, moderate, or weak inducer suggests similar
processes control the intestinal and hepatic enzyme changes. Additional
work is needed to derive further evidence of whether AUC/Cave or Cmax

are better predictors for the overall effect. Currently, induction poten-
tial is evaluated in vitro using hepatocytes, and the derived induction
parameters are then used as a surrogate for induction in enterocytes.
This approach likely has limitations, and more work is needed to fully
understand those deficiencies.
Dependence of Inducer Dose Level on Magnitude of Response.

Review of regulatory submissions in 2013 and 2014 revealed that while
30% of submitted drugs were positive for in vitro induction, only a small
fraction (,5%) resulted in an in vivo induction signal (Yu et al., 2014,
2016). The outlook from submissions during 2015 was slightly different
and may reflect adoption of the DDI guidance recommendations
(Yu et al., 2017). Of 33 approved NDAs, 27 were assessed for in vitro

Fig. 3. Pearson correlation analysis, with two-tailed P value, and significance of 0.05 conducted using GraphPad Prism version 7 (GraphPad Software San Diego, CA).
Correlation analysis of the AUCR observed for inducers with oral midazolam compared with individual other substrates. (A) Shows where correlations were not observed
and includes the substrates, atazanavir (correlated using one-tailed), caffeine, ethinyl estradiol, fexofenadine, lopinavir, and methadone. (B) Includes other sensitive CYP3A
substrates that show a positive correlation with oral midazolam AUCR.

Clinical Variability of CYP3A Induction 1211

 at A
SPE

T
 Journals on M

arch 20, 2024
dm

d.aspetjournals.org
D

ow
nloaded from

 

http://dmd.aspetjournals.org/


induction potential. Eight showed positive CYP3A induction, and one
showed in vitro CYP3A downregulation. Of the seven tested for clinical
induction, using a sensitive CYP3A substrate, three were positive,
representing a shift upward compared with previous years (43%).
Like the observations made in Kenny et al. (2018), most of the
in vitro inducers also showed inhibition. Since the magnitude of
induction is dependent on the concentration evaluated, consideration
of the dose level and whether Emax has been achieved is critical to
clinical study design and deriving comparisons across inducers.
Importantly, the evaluation of DDI is typically limited to the highest
labeled dose. Most of the clinical induction data collected by the IQ
IWG did not contain the same compound and substrate pair across
different dose levels; however, dose-response data are available for
rifampicin with midazolam and alfentanil, as well as data for more
than one dose level of several other inducers (avasimibe, bosentan,
eslicarbazepine, rifabutin, ritonavir, brivaracetam, oxcarbazepine,
and lersivirine) (Fig. 4). Except for rifabutin and oxcarbazepine,
the magnitude of induction tended to increase with the increase in
inducer dose level. It is plausible that the lowest dose level tested
for rifabutin and oxcarbazepine may have already achieved Emax. As
expected, the slopes of the induction dose response curves differed
across compounds, likely owing to differences in potency across
compounds, as can be observed in the kinetic parameters determined
during in vitro induction assays.
Contribution of Inducer PK; Rifampicin as a Prototypical

Inducer. There was a pronounced difference in the AUCR observed
across victim drugs when coadministered with rifampicin (perpetrator)
(Table 1). How do differences in rifampicin PK and autoinduction
time course impact the observed induction responses? In many
of the published clinical DDI studies, the perpetrator PK was
not assessed. This highlights a missed opportunity to characterize
pharmacokinetic-pharmacodynamic relationships for enzyme inducers
to better understand the variability in response and to improve predictive
translational modeling efforts.
Rifampicin induces multiple drug-metabolizing enzymes in vitro

(Rae et al., 2001) by binding to the pregnane X receptor (PXR) and
to a more limited extent through crosstalk with the constitutive
androstane receptor (CAR) (Chen and Raymond, 2006). Affected
enzymes include multiple P450s (CYP1A, CYP2A6, CYP2B6,
CYP2C, CYP3A), uridine 59-diphospho-glucuronosyltransferases

(UGT) (UGT1A1, UGT2B7), glutathione S-transferases, flavin-containing
monooxygenases, and P-gp (Rae et al., 2001). The PK of rifampicin is
highly variable (10-fold interindividual difference) and can be impacted
by disease state (Wilkins et al., 2008; (Milán Segovia et al., 2013); Seng
et al., 2015; Stott et al., 2018). Rifampicin also demonstrates greater-
than-dose-proportional increases in exposure due to extensive and
saturable first-pass metabolism (Ruslami et al., 2007), as well as
time-dependent PK as a result of autoinduction of metabolism, leading
to increased clearance with repeat dosing (Acocella, 1978; Loos et al.,
1985). Variability in rifampicin PK has been linked to polymorphisms
of OATP1B1 (Kwara et al., 2014) and to SNPs in serine esterase
arylacetamide deacetylase, which mediates its metabolism (Nakajima
et al., 2011; Shimizu et al., 2012). Indeed, the variability in rifampicin
PK has been hypothesized to play a role in the observed variability in
clinical induction (Almond et al., 2016).
Possible Role of Transporters. There is broad overlap of substrates

between CYP3A and P-gp (Wacher et al., 1995). In addition, a greater
appreciation of the role of an increasing array of drug transporters
(Tweedie et al., 2013) in the disposition of drugs adds to the complexity
of data interpretation and contributes to the variability in DDI response
across subjects. Differences in the induction parameters between in vitro
systems was postulated to be due to expression of uptake transporters
(Sun et al., 2017). Differences in OATP expression and function across
subjects could have a profound effect on the magnitude of induction
when the inducer is a substrate for uptake transport. The same is likely
true for drugs that act as substrates or inhibitors of efflux transporters
since they can modulate the intracellular concentration of the inducer.
Although it has been postulated that P-gp expression can affect the
magnitude of induction through alteration of intracellular levels, data in
the literature confirming this association have not been reproducible
(Lamba et al., 2010; Klein et al., 2012). Rifampicin is also a potent
inhibitor of OATP1B1 and can impact the PK of OATP substrates
(Vavricka et al., 2002; Kalliokoski and Niemi, 2009), as exemplified
in studies showing that the dosing time for repaglinide, relative to
rifampicin treatment, impacted the magnitude of exposure change.
Quantitative modeling of the net outcome of the complex interaction
between rifampicin and repaglinide demonstrated that inhibition
of OATP1B1 can partially explain this result (Varma et al., 2013a,b).
In another example, lenvatinib, which is netabolized primarily by
CYP3A (;80% of P450-dependent), is also a substrate and a weak

TABLE 3

Evaluation of EH vs. EG for eight CYP3A substrates with varying hepatic extraction

Object Precipitant Dose (mg)/Duration (Days) Reported FG Extraction Ratio/Ranking
Calculated

Induced/
Baseline

Interpretation

FG EH EH EG

midazolam

rifampicin 5/5 or 6 0.51 0.3–0.5 (intermediate to high) 0.44 0.36 1.2 0.97 Similar
10/5 or 6 1.3 0.98 Similar
25/5 or 6 1.6 1.1 Similar
75/5 or 6 1.7 1.3 Similar
600/5 0.47 0.26 2.0 1.9 Similar

armodafinil 100–250/28 0.46 0.39 1.2 1.1 Similar
pleconaril 400 (tid)/6 0.59 0.52 1.4 0.13 .Hepatic

cyclosporine rifampicin 600/11 0.44 0.22 (intermediate) 0.27 0.02 1.4 1.2 Similar
methadone rifampicin 600/10 0.78 0.09 (low) 0.69 0.10 2.8 1.2 .Hepatic

alfentanil
rifampicin 600/4 0.60 0.14 (low) 0.61 0.29 2.5 2.0 Similar
rifampicin 600/5 0.62 0.26 2.6 2.0 Similar
efavirenz 600/20 0.68 0.30 1.9 1.6 Similar

nifedipine rifampicin 600/7 0.40 0.64 (high) 0.75 0.52 1.7 2.8 Similar
quinidine rifampicin 600/7 0.90 0.4 (high) 1.0 0.24 3.7 59 .Gut
tacrolimus rifampicin 600/18 0.14 low to intermediate 0.11 NC 1.5 1.1 Similar

verapamil
rifampicin 600/13 and 15 0.65 high 1.0 0.86 1.1 0.2 .Hepatic
phenobarbital 100/21 0.77 0.50 1.9 5.1 .Gut

EG 5 gastrointestinal extractionFg, fraction escaping gut metabolism.

1212 Ramsden et al.

 at A
SPE

T
 Journals on M

arch 20, 2024
dm

d.aspetjournals.org
D

ow
nloaded from

 

http://dmd.aspetjournals.org/


inhibitor of P-gp. The AUCR of lenvatinib increased to 1.3-fold with
a concomitant single dose of rifampicin, whereas with multiple doses
of rifampicin, the AUCR was slightly reduced to 0.83-fold (Shumaker
et al., 2014). Lenvatinib is also an inhibitor of multiple other transporters,

including BSEP, OAT1, OAT3, OATP1B1, OCT1, and OCT2 (NDA
206947). These examples highlight an important role of transporters
to net clinical outcomes. Delineating the role of transporters can be
challenging given the substrate overlap between transporters and

Fig. 4. Data collected from University of Washington drug
interaction database and raw data values are contained within
Kenny et al. (2018). (A) Shows the effect of increasing dose
level of rifampicin on oral and intravenous midazolam
exposure. When midazolam is dosed orally, the magni-
tude of induction (% decrease in AUC) is larger than
when midazolam is dosed intravenously. (B) Shows the
effect of increasing dose level of rifampicin on oral alfentanil
exposure. As expected, the increase in rifampicin dose
increases the % decrease in AUC. (C) Shows other inducers
where multiple dose levels were investigated using the same
substrate drug. In most cases the magnitude of induction
increases with increasing dose level. The slope of effect is
different across inducers, as is the magnitude of response.
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enzymes. Recently, biomarkers such as coproporphyrin I have
shown promise in reflecting OATP activity and as such may help in
understanding DDI due to OATP inhibition (Barnett et al., 2018,
2019). Since induction can cause increases in multiple enzymes and
transporters involved, this, along with other transporter/enzyme
interactions, should be considered in the clinical study design.
Appropriate clinical design, in combination with mechanistic modeling,
can help to tease out relative roles and aid in building better characterized
and more comprehensive PBPKmodels for predicting effects with other
substrates.
Effect of Perpetrator Dosing Duration. Induction often occurs by

an increase in the rate of enzyme synthesis through activation of tran-
scription described by the following equation: Amt   Enzymess 5 Synthesis  rate

Kdeg
:

Considering constant inducer concentrations, the time to steady state
is controlled by the degradation half-life of the affected enzyme when
the half-life of the drug is less than the degradation half-life of the
enzyme. The reported half-life values of CYP3A4 are variable (Yang
et al., 2008), but multiple recent reports have coalesced on a half-life
of around 30 hours (Ramsden et al., 2015; Takahashi et al., 2017; Chan
et al., 2018). Interestingly, the European Medicines Agency (EMA)
originally took a more conservative stance and recommended the use
of 80 hours (https://www.ema.europa.eu/documents/other/overview-
comments-received-guideline-investigation-drug-interactions_en.pdf),
which would imply that 17 days are needed to achieve 97% of steady-
state values. Most inducers collected for the IVIVE evaluation by the
IQ IWG had reported half-lives of less than 30 hours. Exceptions were
clobazam, efavirenz, ezetimibe, nevirapine, phenobarbital, terbinafine,
and teriflunomide. Clinical induction studies collated for IVIVE evalua-
tion by the IWG showed cases where induction of CYP3A activity was
observed by day 3 and maximized by day 4 or 5. Regulatory agencies
recommend that the perpetrator dosing interval be designed to achieve
steady state of the inducer and enzyme. As highlighted in this article,
when the half-life of the inducer is less than 30 hours, the time to reach
steady state of CYP3A activity will be driven by the half-life of the
induced enzyme. Monitoring of 6 b-hydroxycortisol urinary excretion
showed that phenytoin treatment resulted in measurable and statisti-
cally significant induction by day 4, with induction apparent within
48 hours of phenytoin administration (Fleishaker et al., 1995). A
similar observation was made when using morning spot urinary 6b-
hydroxycortisol/cortisol after rifampicin induction; at day 4 or 5, induction
was similar compared with day 14 or longer (Tran et al., 1999). These
effects were also observable with moderate and weak inducers (Fig. 5).
Taken together, the data indicate that a 5- or 7-day dosing regimen, for
compounds with a half-life,30 hours, likely will be sufficient to achieve
maximal induction and appears to support the value of 30 hours versus
80 hours for the half-life of CYP3A. A recent publication used a verified
PBPK model and available rifampicin/midazolam clinical DDI studies
to make recommendations on time-course of induction (Kapetas et al.,
2019). This analysis indicated that hepatic induction of CYP3A4 appears
to take longer than intestinal induction (.5 days) and therefore recommend
that rifampicin be dosed for at least 10 days. They also discuss the potential
for earlier time points to contribute to the observed variability. This finding
contrasts with the analysis conducted here, which also includes data from
weak andmoderate inducers and highlights the need for further exploration.
Clearly, when measuring the induction of other P450 isoforms, their
half-life needs to be taken into consideration if longer than for CYP3A4
(e.g., CYP2D6, 51 hours) (Venkatakrishnan and Obach, 2005) and
CYP1A2 (51 hours) (Diaz et al., 1990). As with CYP3A4, care should
be taken when applying the longer experimentally derived kdeg values
as these may also be dependent on the method used.
Clinical Examples of Inhibition and Induction and Impact on

Study Design. An important finding from the IWG data collection

efforts was that a large proportion (;61%) of in vitro CYP3A inducers
also demonstrated in vitro inhibition (Kenny et al., 2018), a complicating
factor in the design and interpretation of DDI studies. Understanding the
time dependency of changes in PK attributable to inhibition and induction,
as well as the magnitude of change at steady state, is important, as
exemplified by aprepitant. When administered daily for 4 days,
aprepitant results in weak inhibition (AUCR 5 1.25) as measured
by intravenous midazolam, whereas the same dose results in mild
induction after 8 days (AUCR5 0.81) (Shadle et al., 2004). The PK
of aprepitant is also time-dependent, as it has been reported to undergo
both autoinhibition (day 7/day 1) and autoinduction (day 56/day 1)
(Prueksaritanont et al., 2013).
Significant efforts have been focused on trying to predict mixed-

mechanismDDIs with static and PBPKmodeling (Prueksaritanont et al.,
2013, Almond et al., 2016, Gu et al., 2018). Although promising, these
efforts have highlighted a need for better understanding of the translation
of in vitro data to clinical DDI results, particularly when multiple
pathways and modes of interaction are present. An important aspect that
bears consideration is that, in the case of induction, other proteins can
be upregulated by the same nuclear receptor pathway (Urquhart et al.,
2007), whereas inhibition typically affects specific single enzymes.
A clinical example is that of ritonavir and voriconazole, where the
effect on voriconazole exposure is dependent on the duration of ritonavir
dosing. After 2 days of ritonavir administration, moderate clinical
inhibition of voriconazole was apparent and dependent on CYP2C19
genotype (1.5- to 9.1-fold) (Mikus et al., 2006), whereas after 20 days,
the result was strong clinical induction (0.16 AUCR) (Liu et al., 2007).
Voriconazole is metabolized extensively by CYP2C9, CYP2C19,
UGTs, and, to a lesser extent, by CYP3A. As CYP2C9, CYP2C19,
and UGT1A1 are coregulated with CYP3A, but not likely inhibited by
ritonavir at clinical concentrations (Zhang et al., 2005; Englund et al.,
2014), it is possible that these enzymes play a larger role in the
metabolism of voriconazole after inhibition of CYP3A, resulting in an
overall strong induction effect with longer duration of ritonavir dosing.
For a new drug that has complexDDI, it is important to understand the

potential for the DDI outcome to change between day 1 and steady state.
To evaluate inducers with mixed DDI mechanisms, clinical DDI studies
should be designed to ensure maximal inhibition (i.e., day 1, assuming
competitive inhibition with no accumulation) and induction effects
(i.e., steady state). This approach could provide information enabling
physicians to modify dosing of narrow therapeutic co-medications
where a DDI effect could change from largely inhibition to a combina-
tion of inhibition and induction. A clinical study design that includes
additional PK sampling to evaluate victim drug PK, after single and
repeat dosing of the perpetrator, would be helpful. As indicated with the
ritonavir example, induction typically takes longer to become evident
compared with competitive inhibition, which can be observed immedi-
ately. The extent of inhibition will depend on the concentration of the
perpetrator and possible accumulation with repeat dosing. For enzyme
inactivation, the extent of inhibition will depend on the concentration
of the inactivator and its inactivation parameters (Obach et al., 2007;
Venkatakrishnan and Obach, 2007; Venkatakrishnan et al., 2007).
Theoretically, a situation could arise where the net effect of inactivation
and induction is AUCR 5 1, and in that case, it is challenging to
distinguish between similar extents of inactivation and induction
leading to no net effect and the case where no inactivation or induction
occurs at all. Since induction will likely impact other proteins, using
solely CYP3A as an indicator of full inductionwould not be beneficial in
this case. As such, a clinical study design determining victim PK on
several days may be warranted. In addition, a cocktail of probe drugs
could be administered to more fully characterize the possible effect on
other drug-metabolizing enzymes and transporters (Stopfer et al., 2016);
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Fig. 5. Comparison of the magnitude of induction observed across different duration of dosing using the same clinical inducer and substrate pairs. (A) Shows that the time
course of maximal rifampicin induction is similar across a range of substrates with varying selectivity toward CYP3A. With the exception of caffeine, all substrates confirm
maximal induction by day 5 or 7. The impact of dosing duration on the magnitude of response for weak (dexamethasone (B), ritonavir (C), nevirapine (D), efavirenz (E), and
boceprevir (F)) inducers using the same substrate is consistent with the rifampicin data. These data demonstrate that 5–7 days is sufficient to reach steady state, even for weak
inducers. Similarly, phenytoin (G) and bosentan (H), which are moderate inducers, result in maximal induction in the same time frame as does the strong inducer rifampicin.
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Prueksaritanont et al., 2017). Many DDI studies do not evaluate
perpetrator concentrations, often extrapolating from other studies. In
most cases, it may be important to characterize perpetrator PK to help
in developing models for extrapolating drug interaction, which could
reduce the number of clinical DDI studies and allow for labeling
recommendations.
The potential for complex DDI with transporters also needs to be

considered during study design. Although rifampicin is generally regarded
as a prototypical inducer that is absent of competing mechanisms (e.g.,
inhibition), it is now known to be a potent inhibitor of OATPs (Karlgren
et al., 2012) and was determined to be a reversible inhibitor of CYP3A
(Kajosaari et al., 2005). This is relevant to study design where, in the
case of repaglinide, a substrate of OATP1B1 and CYP3A (Kajosaari
et al., 2005; Yoshikado et al., 2017), there was a marked difference in
AUCR when repaglinide was dosed simultaneously with rifampicin
(48.1% decrease) versus 24 hours after rifampicin (79.6% decrease)
(Bidstrup et al., 2004). Thus, for substrates of OATPs, when evaluat-
ing rifampicin induction, staggered dosing is recommended. Similarly,
when also assessing direct inhibitors of CYP3A, the magnitude of
induction by rifampicin may also be underestimated if they are
coadministered. Furthermore, consideration of the need for staggered
dosing should be made on a case by case basis for medications intended
for concomitant administration.
Extrapolating Induction across Substrates, Oral Contraceptives.

The impact of inducers on the exposure of oral contraceptives (OCs) is
a special consideration during drug development. Predicting the impact
of CYP3A inducers on ethinyl estradiol (EE) and progestin [e.g.,
levonorgestrel (LNG), norethindrone, dosperinone] exposure is difficult
because of the role of multiple enzymes in their metabolism, variability
in PK, and other factors. There is also uncertainty around the impact on
exposure as it relates to loss of efficacy (i.e., the PKPD relationship for
OCs), with a dichotomous effect on ovulation rather than a graded
response as with other drugs. The combined significance of therapeutic
failure with the high prevalence of OC use has meant that DDI studies
with OCs may be conducted as part of drug development to provide
information in the product label, even for drugs characterized as having
low risk of CYP3A induction. The role of CYP3A in the overall
metabolism of EE and progestins was reviewed (Zhang et al., 2018).
These findings demonstrated that OCs were only minimally sensitive to
strong CYP3A inhibitors, which is likely due to the fact that multiple
enzymes, including CYP2C9, 2C19, 3A, UGTs, and sulfotransferases,
contribute to their metabolism. Since inducers of CYP3A can also induce
other enzymes involved in OC metabolism, it is important to understand
the relative role of enzymes responsible for metabolism in weighing the
need for conducting a clinical DDI trial for an OC potential inducer.
Given the large number of clinical induction studies, the IWG col-

lected with EE or progestins (LNG and norethindrone), evaluation of
induction of OC compared with other sensitive substrates of CYP3A,
such as oral midazolam, triazolam, tipranavir and others, was possible
(Fig. 6). Clinical data for both a CYP3A-sensitive substrate andOCwere
available for 15 of the 35 in vitro inducers included in the original IWG
analysis (Kenny et al., 2018). To build on this data set for this analysis,
clinical data were collected for additional inducers. In total, 23
perpetrator drugs had clinical studies with both an OC or progestin
and a sensitive CYP3A substrate. Six compounds had only OC data
(felbamate, festerodine, mavoglurant, rosiglitazone, telaprevir, and
topiramate) and 14 with only sensitive CYP3A substrate data. Whereas
several clinical studies had the same perpetrator and both EE or
a progestin and a sensitive CYP3A substrate, the data set for EE and
oral midazolam was not large enough to draw any conclusions on
extrapolation of substrate effects given that the AUCR values for
midazolam and EE did not show a correlation (Fig. 3).

In general, all clinically relevant inducers could be identified based
on DDI results with an OC, although in the case of some moderate and
strong inducers, themagnitude of effect was lower with the OC compared
with a sensitive CYP3A substrate (Fig. 6). In the case of weak inducers
(Fig. 6B), three of the six showed similar magnitude between substrates,
while two showed greater induction with the sensitive CYP3A substrate.
Oxcarbazepine showed greater induction of EE and LNG (Fig. 6B).
Bosentan, efavirenz (Fig. 6C), and carbamazepine (Fig. 6D) resulted
in similar AUCR for EE or LNG compared with the sensitive CYP3A
substrate simvastatin. EE identified ritonavir, aprepitant, perampa-
nel, and brivaracetam (Fig. 6E) as mild inducers, whereas other
sensitive substrates showed net inhibition or no effect. Etravirine,
flibanserin, rifaximin, and teriflunomide showed no effect with OC,
while sensitive CYP3A substrates (Fig. 6A) also showed no effect or
mild inhibition. Based on clinical data, ethinyl estradiol is both an
in vitro time-dependent inhibitor of CYP3A and an apparent inducer
(Rodrigues and Lu, 2004; Chang et al., 2009; Zimmerlin et al., 2011),
complicating the interpretation of data. This analysis confirms that
evaluation of EE or progestins in DDI studies can appropriately identify
CYP3A inducers, but the magnitude of effect on other substrates, in-
cluding sensitive CYP3A substrates, may be difficult to extrapolate
based on the results. Conducting clinical DDI studies with OCs may add
additional value for understanding induction risk, particularly when the
inducer is also a time-dependent inhibitor of CYP3A.
Use of PBPK to Help Understand Variability and Predict Complex

DDIs. Physiologically based pharmacokinetic (PBPK) modeling is an
integral part of drug discovery and development (Jones et al., 2015) and
is increasingly a part of submissions to regulatory agencies (Wagner
et al., 2015). Regulators are developing guidelines around its utility
(https://www.fda.gov/ucm/groups/fdagov-public/@fdagov-drugs-gen/
documents/document/ucm531207.pdf; https://www.ema.europa.eu/
documents/scientific-guideline/guideline-qualification-reporting-
physiologically-based-pharmacokinetic-pbpk-modelling-simulation_en.pdf),
and industry is responding with recommendations on validating and
reporting PBPK data (Shebley et al., 2018). Literature examples have
provided evidence that PBPK modeling may better predict complex
DDI, aid in clinical trial design, and enable predictions in lieu of
dedicated clinical trials (Sager et al., 2015; Einolf et al., 2017; Asaumi
et al., 2018; Gupta et al., 2018; Shebley et al., 2018). Despite these
significant advances, there are still areas where confidence in PBPK
predictions from in vitro data are insufficient to achieve regulatory
acceptance. For example, although PBPK model building may still be
possible when transporters play a major role (Prueksaritanont et al.,
2013; Yu et al., 2017) it often requires deriving key model parameters
based on observed clinical data since in vitro data do not directly
translate, thus limiting this approach as a way to replace clinical studies.
Induction is another area where confidence in PBPK modeling needs to
be strengthened. FDA and EMA appear to have different perspectives on
the utility of PBPK for induction. The FDAhave accepted PBPKmodels
of induction in NDA submissions to support drug labeling. Some recent
examples include PBPK modeling that supported dosing recommenda-
tions for rifampin with cobimetinib and panobinostat and for efavirenz
with cobimetinib and sonidegib (Yoshida et al., 2017). However, the
FDA has also indicated that there is room for improvement in PBPK
models of rifampicin and that, in general, more research is needed
to update inducer drug models (Hsueh et al., 2018). Whereas the
FDA believes that PBPK prediction of induction may be sufficient to
support dosing recommendations, the EMA has been more reluctant and
has requested more validation data (Shepard et al., 2015; Zhao, 2017).
Because of the intensive number of input parameters and blinded

nature of the data collected, PBPK modeling was out of scope for the
work done by the IWG. However, although the recent IWG paper

1216 Ramsden et al.

 at A
SPE

T
 Journals on M

arch 20, 2024
dm

d.aspetjournals.org
D

ow
nloaded from

 

https://www.fda.gov/ucm/groups/fdagov-public/@fdagov-drugs-gen/documents/document/ucm531207.pdf
https://www.fda.gov/ucm/groups/fdagov-public/@fdagov-drugs-gen/documents/document/ucm531207.pdf
https://www.ema.europa.eu/documents/scientific-guideline/guideline-qualification-reporting-physiologically-based-pharmacokinetic-pbpk-modelling-simulation_en.pdf
https://www.ema.europa.eu/documents/scientific-guideline/guideline-qualification-reporting-physiologically-based-pharmacokinetic-pbpk-modelling-simulation_en.pdf
https://www.ema.europa.eu/documents/scientific-guideline/guideline-qualification-reporting-physiologically-based-pharmacokinetic-pbpk-modelling-simulation_en.pdf
http://dmd.aspetjournals.org/


Fig. 6. Comparison of oral midazolam, a sensitive CYP3A substrate or oral contraceptives (EE, LNG, or NET) AUCR values across a range of induction categories.
(A) Shows in vitro inducers that do not show induction (percent change in AUC is not . 220). (B) Shows weak inducers (percent change in AUC between 220 and 250).
(C) Shows moderate inducers (percent change in AUC between 250 and 280). (D) Shows potent inducers (percent change in AUC . 280). (E) Shows inducers that
demonstrated a differential effect depending on the substrate being used (from inhibition to weak induction).
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(Kenny et al., 2018) concluded that induction risk assessment is possible
using basic models described in the regulatory guidance, the extent
of overprediction and false-positive rate point to the need for better
quantitative prediction.
Concluding Remarks and Future Directions. An unexpected

outcome of the clinical data collection carried out by the IWG was the
large range of AUCR values observed for CYP3A inducers across
studies. Analysis of the clinical data revealed that many factors could
contribute to the observed variability, including the selectivity of
the substrate and the dose level of the inducer. Does the overlap in
substrate selectivity for CYP3A4 substrates with other drug-metabolizing
enzymes and transporters complicate interpretation of clinical outcomes?
Would administration of a cocktail of substrates with differential
selectivity to CYP3A4 and other proteins (at doses providing
systemic concentrations below their respective Km values) provide
data that, with an appropriate deconvolution of contribution from
different enzymes and transporters, tease out the role of just CYP3A4?
Alternatively, administration of a microdose (Prueksaritanont et al., 2017)
of drug combinations, or even a single drug, might circumvent interactions
with other proteins, particularly as clinically meaningful inhibitors. It is
important to consider whether the perpetrator drug is also an inhibitor of
enzymes or transporters involved in the metabolism and disposition of
a substrate. If so, it would be beneficial to evaluate PK at multiple time
points and/or consider dose staggering. Analysis of trends from the
CYP3A clinical induction data also indicated that 5–7 days of dosing
may suffice to achieve maximal effects when the inducer half-life is
shorter than 30 hours. However, a recent publication by Kapetas et al.
(2019), using simulations derived from a verified PBPK model,
indicated that while induction of intestinal CYP3A reaches steady-
state by day 5, this time course resulted in significant under-
prediction of hepatic induction. Thus, analysis before day 10 could
result in incorrect assignment of relative extraction between intestine and
liver and may contribute to the variability of outcome observed. These
conflicting reports clearly highlight the value in continuing to advance
the understanding of induction-mediated DDI as emphasized here.
Another important aspect to consider is whether the variability
observed from in vitro induction parameters (Kenny et al., 2018) is
reflective of intrasubject variability. This would require investi-
gating the clinical induction response in the same subjects over
repeated clinical studies. In addition, although there is a difference
in the magnitude of change between sensitive CYP3A substrates
and OC for most inducers, all clinically relevant inducers were
identified as such in OC DDI studies, and CYP3A dual inhibitor/
inducers resulted in clinical induction of OC. In cases where the
perpetrator is determined from in vitro data to be both an inducer
and inhibitor of CYP3A, the induction potential of other coregulated
enzymes and transporters may not be appropriately characterized by
only using an index or sensitive CYP3A substrate. In these cases,
evaluation of marker substrates for coregulated proteins or consider-
ation of potential loss of efficacy for important comedicants should
be made and perhaps evaluated clinically.
Biomarkers are considered a favorable means for monitoring induc-

tion as additional dosing is not required, and analysis can be conducted
on plasma samples already being taken to assess drug levels. Addition-
ally, urinary excretion of a biomarker provides a noninvasive sample
collection. Indeed, the draft FDA guidance on clinical drug interaction
study designs (Food and Drug Administration FDA, 2017) highlights
how biomarker data can provide useful information on the drug’s effect
on a metabolic pathway but do not recommend biomarkers for index
studies because of the lack of clear and consistent ability to extrapolate
to other substrates. A recent example of complex DDI PBPK model-
ing for midostaurin, which, along with its metabolites, are substrates,

reversible and time-dependent inhibitors, and inducers of CYP3A4,
relied on 4b-hydroxycholesterol data to increase confidence in DDI
predictions (Gu et al., 2018). Although additional examples are needed,
this highlights how biomarker data have the potential to help bridge gaps
and build confidence during PBPK modeling efforts. Evaluation of 4b-
hydroxycholesterol has been included as standard during early clinical
phase 1 studies to identify in vivo induction earlier on and in the rare cases
when in vitro assays are not able to predict induction (Jones et al., 2017).
Although there are no universally accepted biomarkers of CYP3A activity,
continued efforts are encouraged to identify endogenous biomarker(s)
that could be used to dissociate contributors of the overall variability
in DDI response and/or provide correction factors to reduce overall
variability. Since static models do not take into consideration the fluctu-
ation of inducer concentration throughout the dosing period and, as such,
possible changes in response during the day, PBPK modeling should be
further evaluated as a valuable tool for predicting induction. Overall,
a better understanding of the temporal aspects contributing to an induc-
tive effect would be helpful, such as duration that a concentration needs
to be maintained above an effective value.
Since multiple parameters should be considered when designing

a clinical study to evaluate induction, it is not possible to be prescrip-
tive in study design. If the drug of interest is a potential perpetrator of
induction, consideration should be given to the half-life of the inducer,
any time-dependent PK, and the potential for mixed inhibition/induction
or transporter effects. If the drug of interest is a potential victim and the
half-life of the drug is less than the degradation half-life of the
protein of interest (e.g., CYP3A), serious consideration should be
given to adopting a study design that controls for this aspect (e.g.,
duration of dosing, dose, number of subjects). Monitoring the levels
of the perpetrator (even for standard inducers such as rifampicin)
will inform on the relative contribution of the inducer PK to the overall
variability and provide vital information for future PBPK models. Is
there an acceptable path forward to get a better handle on some of the
contributors to variability? As outlined earlier, larger data sets may help
to define more accurately the ranges of effects in vitro. Further analysis
would require generation of larger data sets, but this is not feasible
for any one company in a practical drug development paradigm.Would
companies be willing to share data from positive controls in their studies
so that cumulative data would inform on the contribution of data size to
the variability in response? The IWG discussed whether recommending
a cutoff value for maximum fold induction for a positive control inducer
such as rifampicin in vitro could reduce overall variability in mRNA and
enzyme activity outcomes. Such a recommendation was not made as
there is no agreement on what that top value should be. Larger data sets
may also inform on this aspect. Do outlier values diminish the credibility
of in vitro responses, and should these values be excluded? Further
insights into these questions are needed.
The recommendations from the IWG (Hariparsad et al., 2017; Kenny

et al., 2018) are intended to optimize in vitro induction studies as
a contributor to overall improved IVIVE. Additional insights into
the duration of in vitro induction studies and recommendations on
in vitro induction data analysis by the IWG are imminent (S. Wong,
personal communication). Future challenges will include improved
predictions of mild and moderate inducers, better deconvolution of
contributions by intestinal versus hepatic enzymes and transporters,
as well as identifying alternative mechanisms of induction and un-
derstanding our ability to confidently extrapolate from in vitro to clinical
outcomes for these mechanisms. For example, do current sandwich-
cultured hepatocytes preserve these mechanisms? Certainly, there are
many examples of successful prediction of induction from in vitro data
that support the value of these approaches, and we need to ensure that we
maintain that success as new challenges unfold.
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